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Article History                                                      ABSTRACT 

In this paper an effort is made to recognize handwritten Malayalam 

compound characters using Feed Forward neural networks. A handwritten 

Malayalam character is resized into 27x27 pixel. The resized character is 

used for training the neural network. Once the training process is completed 

the same character is given as input to the neural network with different set 

of neurons in hidden layer and their recognition accuracy rate for different 

Malayalam characters has been calculated and compared. The results show 

that the proposed system yields good. 

 

 

INTRODUCTION: 

The main objective of the proposed system is to find a new solution for Malayalam 

handwritten compound characters recognition of different styles by improving the design 

structure of the traditional Artificial Neural Network (ANN). ANNs are used in various areas 

like association and classification, pattern recognition, forecasting and control applications.  

Off-line handwritten document recognition is a tedious task, because different persons have 

different handwriting styles. ANN was a reliable and convenient method for the researchers. 

So far it proved to be a good recognizer of handwritten digits and printed characters. The 

major steps involved in recognition of characters include, preprocessing, segmentation, 

feature extraction and classification. The removal of noise and deviation in handwritten 

scripts is the mission of preprocessing.  

1 Research in Malayalam Handwritten Character Recognition 

Malayalam is one of the four major Dravidian languages. The first work in offline 

Malayalam handwritten character recognition using class modular neural network in which 

fuzzy zoned normalized vector distance features are used (VL, 2007).  The obtained 

accuracy was 78.87%. Other work reported in Malayalam handwritten character recognition 

are (VL,2007), State space Point Distribution parameters derived from gray scale based SSM 

of handwritten character samples are utilized to obtain an accuracy of 73.03%.  In another 

work Daubechie wavelet coefficients are used in handwritten character recognition (G, 

2006). The accuracy attained for the work using MLP network as a classifier was 76.8% (G, 

2008). By using feed forward back propagation network 90% accuracy was obtained (G, 

2007). Another work reported using 1D wavelet transform of projection profiles as features 
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and a multi-level perceptron network is used for classification (R, 2007). Recognition using 

HLH intensity pattern of characters was proposed by Rahiman (MA, 2010). In (P, 2009), 

recognition of handwritten Malayalam characters using discrete features, which are extracted 

from skeletonizsed images and the accuracy was 90.18 %t for 33 classes. By using Canny 

edge detector and Multilayer perceptron (MLP) the characters are recognized with an 

accuracy of 95.16% (P, 2010). The handwritten Malayalam character is a promising and 

offers an excess of chances for research. In another work different features like cross feature, 

fuzzy depth, distance and Zernike moment feature are extracted for each character glyph. An 

accuracy of 87.81% was attained for 142 Malayalam characters (V, 2013). 

2. Approaches of Handwritten Character Recognition 

Malayalam language is derived from the Grantha script, which is the descendant of 

Ancient Brahmi. The character set consists of 52 letters which includes 15 vowels and 37 

consonants. The complete character set of Malayalam is depicted in Figure 1. The set also 

consists of 12 vowel signs. These vowels are called as dependent vowels as they are 

validated unless present in some combination with a consonant or a conjunct. The 

Malayalam script exhibits no inherent symmetry and thus making the recognition task very 

tedious (M, 2011).  

Compound characters are special type of characters formed as combination of two or 

more (pure) consonants as shown in Figure 2. The shapes of the compound characters are 

different from the shapes of the constituent characters. These shapes are normally has 

complex orthographic structure and some of them are difficult to recognize when isolated 

from the context. Two types of compound characters occur in Malayalam: vertically 

compound ( , , ) and horizontally compound ( , , ). There exist many similar 

characters with little difference in their shape. 
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.  

 

Figure1. Consonants ,Vowels & Vowel Signs 

 

Figure2. Sample Compound Characters 

 

3. Character Matrix 

A character matrix is an array of black and white pixels; the vector of 0 is represented 

by black, and 1by white. If the size of the matrix is very big, there may be few problems like 

training of neural network may take days, and results may take hours. In addition, the 

computer‟s memory may not be able to handle enough neurons in the hidden layer needed to 

efficiently and accurately process the information. However, the number of neurons may just 

simply be reduced, but this in turn may greatly increase the chance for error. A character 

matrix size of 27X27 was created and it is shown in Figure 3. 
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Figure3. Character Matrix of „ska‟( ) 

4. Artificial Neural Networks 

The functions of a human brain can be simulating to that of a computer using Neural 

Networks. As an initial step recognition of a character by a human brain has to be identified. 

By practice a human brain can understand the characters in any form whether overlapped 

script, broken character, touched character, loosely configured character, and mixed script. 

Humans are able to recognize a wide collection of handwritten and typed characters through 

the continuous learning.  These human learning activities are simulated by the system 

models like Artificial Neural Networks (ANN). The network generates outputs at once at the 

output layer, and the running time is independent of the number of outputs. The neural 

network works as a multi-layer decision function, and the extracted features are stored in the 

hidden layers arbitrarily as shown in Figure 4. Because of neural networks implement feature 

extraction implicitly, no need to indicate or be conscious of the relationships between 

neurons and features by the user. ANN is a computational model with an interconnected 

group of neurons, being inspired by the structure of biological neural networks. A neural 

network is an adaptive system that modifies its weights and biases based on an external 

training set and a real output that are predefined during the learning phase in pattern 

recognition. Present neural networks are nonlinear statistical data modeling tools used to 

symbolize complicated relationships between inputs and outputs (F, 1997), (PD, 1997), (H, 

1996) and (TV, 2008). 

 

 

Figure 4. Neural Network Example 
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In the above diagram, at each layer, we have 

 

where f(.) is the activation function and yj is the weighted summation. The output of each 

layer depends on the input of the previous layer and the weights between both layers. The 

formula may be different due to different actual connections. Normally, a sigmoid or hyper 

tangent function is applied after each layer to make a binary decision. The functions that 

establish nonlinearity to the network are called activation functions. So there is no need to 

add higher order items to the weighted sum. That is the reason to use neural networks in this 

proposed system to recognize handwritten characters. 

The original binary, 128 * 128, images are resized to a smaller size using an anti-

aliasing technique. The gray levels of the resulting images come from the relative portion 

taken by black and white pixels in a particular area. Once the neural network has been 

trained successfully it is then required to identify the same corresponding character of 27x27 

pixel. Also the network should also be able to handle noise 

 

TABLE I 

Four Neural Network Systems used for Character Recognition 

Networks 1 2 3 4 

Number of Layers 2 2 2 2 

Number of neurons in hidden layer 10 25 50 100 

Number of Neurons in output layer 18 18 18 18 

Learning rate 0.1 0.1 0.1 0.1 

 

 

TABLE II 

Performance comparison of four neural based character recognition systems 

 
Handwritten 

Compound Characters 

Percentage of Accuracy Rate 

Network 1 Network 2 Network 3 Network 4 

 82.34 83.30 84.10 83.90 

 
81.40 82.90 82.90 82.90 

 88.00 89.90 90.23 90.10 

 87.90 88.90 90.20 90.20 

 83.30 88.10 89.20 89.12 

 82.30 84.10 85.20 84.98 

 81.34 83.90 84.20 84.10 

 79.60 81.20 82.30 82.10 
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78.98 80.30 81.20 80.90 

 82.67 82.90 83.20 82.80 

 85.70 86.60 87.70 87.60 

 89.90 90.10 90.30 89.90 

 88.60 89.20 89.90 89.20 

 91.01 91.90 92.00 91.89 

 89.90 90.20 91.10 91.02 

 87.70 88.30 89.10 88.90 

 89.12 90.20 91.20 91.80 

 
82.40 83.20 84.30 84.10 

 82.20 84.10 85.90 85.70 

 81.30 84.40 85.20 85.17 

 87.90 89.20 89.90 89.80 

 84.80 87.90 88.20 88.18 

 82.30 84.80 85.20 84.70 

 83.20 85.90 88.90 87.90 

 
86.10 88.80 89.00 88.40 

 

Overall % 
84.80 86.41 87.23 87.01 

 

5. Conclusion 

A neural network based Malayalam Compound Character recognition system has 

been introduced in this paper. The pixel values derived from the resized characters using 

image processing techniques have been directly used for training the neural network. As a 

result, the proposed system will be less complex compared to other methods of character 

recognition systems. Of the several neural network architectures used for classifying the 

Malayalam characters, the one with a hidden layer having 50 neurons has been found to 

yield the highest recognition accuracy of 87.23%. However, time efficiency and recognition 

accuracy still require some improvements. 
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